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Abstract

Network Digital Twin (NDT) and Network Simulation (NS) are two paradigms leveraging virtual representations of networks to help decision-making. These tools may seem similar or interchangeable and are often confused or opposed. However, they have their respective purposes, use cases and underlying concepts, which differ and are complementary. The goal of this article is to explore and clarify the specificity, the benefits and the limits of these two decision support tools, analyze how they complement each other and can be nicely combined. We argue that a smart integration of NS in NDT, named NS+NDT, can ease, accelerate and strength decisions for network design, deployment, operations, management and evolution. To study and demonstrate this claim, we focus on the domain of Internet of Things (IoT) solutions, where wireless networks are critical for connecting the physical assets to the Internet, but are complicated to configure for meeting the requirements of a specific application. We examine how NS, coupled with NDT, can contribute to support IoT architects and operators decisions throughout the life cycle of an IoT network. We analyse the different steps required to use NS in the context of NDT and examine how this helps remove NS barriers such as credibility and reliability. In particular, we show how NDT data enable to fine tune and customize the energy consumption models, making the simulation results more context-aware and insightful. Then, addressing the often-prohibitive simulation cost for exploring a large parameter space, we propose to associate surrogate modeling to NS+NDT. As surrogate models, we first introduce a simple ML (Machine Learning)-based surrogate model and illustrate this method with two IoT network configuration optimization use cases. Secondly, we propose a Bayesian optimization approach based on Gaussian Processes as surrogate model to further accelerate the (re)configuration decisions. We show how this method enables to select simulation scenarios that converge rapidly to the optimal solution, and allows the NDT to timely perform the adaptation. The contribution of this article is threefold. It provides i) the first systematic analysis of the differences and potential synergies between NDT and NS; ii) a synthetic presentation of the integration of NS and associated decision algorithms within a NDT to unlock NS accessibility and credibility throughout the life cycle of an IoT solution; iii) a proposal for a smart and cost-efficient integration of NS in NDT via surrogate modeling, for reducing evaluation and optimization cost, paving the way to NS-augmented NDT-based dynamic adaptation and real-time optimization of IoT networks.
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1. Introduction

The Digital Twin (DT) concept has been pioneered by NASA in 2012 and initially defined as an integrated multiphysics, multiscale simulation of a vehicle or system that uses the best available physical models, sensor updates, fleet history, etc., to mirror the life of its corresponding flying twin [1, 2]. Since then, it has been growing and continues to expand in the manufacturing industry but also in many other industrial domains such as transport, energy, utilities, buildings and more recently in health, biology, telecommunications and computer networks.

A “classical” Digital Twin maintains a continuously up-to-date digital representation of the physical world entities of interest in their environment, to provide holistic insights for optimal decision-making. Digital twins use historical and real-time data to represent the past, the present and predict possible futures. Similarly, Network Digital Twins (NDTs) have emerged as the virtual representation of computer networks capable of collecting, storing and processing information from the real environment to represent and analyze their past, present and future behaviors [3, 4, 5].

On the other hand, the networking community has relied for years on Network Simulation (NS) for supporting design decision-making in complex scenarios [6]. NS are computer programs that imitate the operations of network elements within a network for analyzing its performance and testing new architectures and protocols [7]. NS used to be considered as safer, cheaper and more controllable than real world experimental network deployment [8]. It gives the possibility to test how a network will perform before building it at scale. It can be used to find unexpected problems and to explore “what-if” scenarios. As a software entity not connected to the physical network, NS
can speed up or slow down the system behavior to see changes over long or short periods of time.

As NDT and NS both leverage a virtual representation of a network and are utilized for decision-making, they may seem similar or interchangeable. However, they have their respective purposes, use cases and underlying concepts, which differ and are complementary. For example currently, NDT is typically envisioned for network operations, optimization or capacity planning [9] while NS is generally used during the design or the upgrade phases of a network. NDT and NS present also their different challenges in terms of complexity, reliability and costs.

The goal of this article is to explore and clarify the benefits as well as the limitations of these two network decision-support tools. We argue that these paradigms should not be confused or opposed but combined. We analyze here how they complement each other and can be efficiently associated for pushing their respective limits to deliver the better solutions for optimizing networks throughout their life cycle.

To illustrate and examine in depth the NS+NDT combination, we propose to focus on the specific domain of Internet of Things (IoT) networks, where constraints are important but network expertise rarely present throughout the life cycle of the IoT network. Indeed, as any DT, a NDT depends on the physical counterpart it mimics and is attached to [10]. Therefore, it makes sense only in the context of a specific application domain and a real deployment.

The IoT network is a core building block of an IoT solution, defined as a distributed system that is created to monitor, optimize and control a connected equipment or environment. An IoT solution is composed of sensors and actuators linked to cloud systems and associated software applications. Examples of IoT solutions span from connected vehicles, to smart factories, smart buildings or connected local weather stations for precision agriculture [11].

Responsible for the connectivity of IoT devices to the Internet and for the transfer of collected data to computing resources for analysis, the IoT network plays a central role in any IoT solution. The IoT network is often a low-power wireless network. It determines the viability of an IoT solution, in terms of Quality of Service (QoS), but also economic profit and environmental impact. IoT end-devices are generally small components with limited CPU, power and memory capacity but are supposed to last a long time. Ensuring a low energy consumption, good performance and reliable data transmission at the network level is therefore a priority. This often translates to determining the right network configuration for devices and appliances. However, in practice, network administrators and engineers encounter a lot of difficulties and obstacles to set up, configure and optimize wireless IoT networks.

In such complex distributed context, a NDT is a promising technology to automate IoT network management and help the IoT team for operations [12, 13]. During the design and evolution phases, application-centric NS has proved to be powerful to explore the configuration space of an IoT network [14]. Nevertheless, it has been observed that NS may lack precision and reliability. Moreover, for a given IoT network and application context, the configuration parameter space is often large and small changes to one parameter can lead to unexpectedly large effects on simulation outcomes, or vice versa. This means that the relationships between model parameters can be highly non-linear, requiring to run a large number of simulations before converging on the appropriate decision. Performing these kinds of analyses can become both time- and cost-prohibitive specially in the constrained framework of an IoT solution.

Our goal is to study how the integration of NS within the IoT solution’s NDT can contribute to easily and efficiently supporting configuration decisions throughout the life cycle of the IoT network, from design to production.

We examine how the combination with NDT can help remove NS barriers such as credibility and computational cost. To address the first issue, we show how NDT data, directly collected on the physical network devices, enable to fine tune and customize the simulation models making the IoT network simulation results more realistic and insightful.

To address the simulation cost and time problem we leverage surrogate modeling. We explore in particular two surrogate modeling methods, one based on simple Machine-Learning (ML) regression models, the other on Gaussian Processes (GP) and Bayesian Optimization in the context of smart IoT solutions and show how they accelerate and improve (re)configuration decisions.

The contribution of this article is threefold. It provides:

- The first systematic analysis of the differences and potential synergies between NS and NDT.
- A synthetic presentation of the integration of NS within the NDT toolbox in the domain of IoT to make NS accessible and reliable throughout the lifecycle of an IoT solution.
- A proposal for a smart and cost-effective integration of NS in NDT via surrogate modeling for reducing evaluation and optimization cost, while improving decision, paving the way to dynamic adaptation of IoT networks via NDT.

The article is organized as follows: Related work is developed in Section 2. Section 3 analyzes the benefits and challenges of the combination of NS and NDT. Section 4 describes the integration of NS within the NDT of an IoT network. Section 5 focuses on the acceleration of simulation via ML-based surrogate modeling. Section 6 presents a GP-based surrogate modeling and Bayesian optimization approach for unlocking dynamic configuration adaptation via an NDT. Conclusions are established and perspectives proposed in Section 7.

2. Related Work

In this section, we first review the relationships between DT and Modeling and Simulation (M&S) in other disciplines, then we explore related work in the context of computer networks, focusing on machine-learning in NDT, in NS and the combination of these paradigms.
2.1. Digital Twin and Simulation

Several authors, from engineering disciplines, have analyzed how the DT paradigm complements M&S, rather than making it just faster and more agile or totally replacing it [15, 16, 17, 18, 19]. Shao considers that M&S help to understand what may happen, while DT enables to understand what is happening or has happened [15]. He underlines that simulation is mainly used for design and offline optimization. He also interestingly notes that a starting point of a DT solution approach is often to create a virtual simulation model. For some authors [16], the level of data integration between the DT and its physical counterparts is what creates the differences between digital model, digital shadow, and digital twin. For them, most of the simulation models are classified as digital models; simulation models that use near real-time sensor data as inputs are digital shadows; and simulation models that use near real-time sensor data as inputs and also control the physical counterparts by updating control parameters are digital twins. The connection and synchronization with the physical counterpart appears to be one of the main difference between DT and M&S.

Some researchers have studied the potential synergy between DT and M&S [17, 18, 19]. Considering that M&S is established as a standard process in system development, e.g., to support design tasks or to validate system properties, they argue that the main purpose of the DT is to make the information created by M&S during design and engineering also available and ready for evaluation during the operation of the system. Moreover, for accelerating compute-intensive simulation-based analyses in M&S, surrogate modeling is becoming popular in engineering [20].

Our work is inspired by these results, which led us to study the benefits and challenges of combining M&S and Digital Twin in the context of computer networks and to propose several data-based as well as surrogate modeling approaches to optimize this integration and augment the synergy. We reviewed related work in the context of computer networks in the next section.

2.2. Network Digital Twin

The concept of NDT emerged recently, driven by the massive wave of development of digital twins in all economic sectors. The NDT paradigm is attracting interest from both the academic and industrial networking communities and specially research groups working on 6G networks [21, 22, 23, 24] but is still a very immature concept and technology [25, 26]. For exploiting the data link between the physical and the virtual entities, a lot of researchers explore ML-based NDT solutions.

In [27], Almasan et al. study the technologies and research challenges involved in implementing a ML-based NDT. According to these authors, ML models can achieve similar accuracy to packet-level simulation, which are considered computationally expensive modeling tools, while keeping a limited execution cost similar to lightweight analytical models. This allows network operators to accurately control the network at much shorter timescales.

For Hui et al. [28], the “what-if” ability is a key feature of the NDT, and the performance modeling plays a critical role. In this context, they argue that “conventional simulation and analytical approaches are inefficient, inaccurate, and inflexible, and that data-driven methods (i.e., ML) are the most promising to build a performance model”.

For Ahmadi et al. [21], NDT is a key technology for 6G networks, where simulation and model-based network design will be replaced by an analytics-supported design process. For these authors, a NDT ideally represents an actual asset with as little assumptions or simplifications as possible because it is connected to it, and the whole system evolves as the deployment proceeds, which is not possible with simulation. The authors elaborate on the advantages of AI-enabled NDT throughout the life cycle of a network and on the modularity, which brings the flexibility required. However, contrary to what we have explored and present here, their experimental investigation of NDT and the research on user interface remain very preliminary.

For Khan et al. [22], NDT is a foundational technology of 6G wireless systems. For the authors, the virtual twin objects will be responsible for performing optimization, training of a machine learning model, and control to enable a given 6G service.

Masaracchia et al. [24] argue also that NDT, in contrast to the still currently used network planning tools and simulations, are connected to real deployed physical subsystems. This approach — since DT is enabled to run AI modules generating knowledge from real-time data — allows the whole system to evolve as the deployment proceeds, by optimizing the operational parameters of the networks. For them, AI-enabled NDT will be used in network design by checking all the possible scenarios in different contexts, to select the best network configuration that provides the highest QoS.

NDT paradigm is also seen as a promising technology to manage network and optimize network resources at the edge. An example of such optimization problem is to place and mitigate DTs of users in the edge servers in order to reduce the average system latency and to improve user utility [29]. Another problem that can be solved with NDT is a scenario with a set of mobile users that, due to their computation constraints, need to offload some of their tasks to one or more edge servers in order to complete them within a certain delay [30].

Intent-Driven Network (IDN) has also been introduced by [31] as a concept that establishes a NDT connecting the physical network and business intent, and enabling efficient detection and resolution of network issues, prediction of future network conditions, and proactive elimination of network risks, thereby enhancing network reliability.

Finally, NDT is used for 5G networks security assessment, cyber security teams training and cyber risk evaluation [32]. Generative Adversarial Networks (GANs), deep neural networks are used to learn from a set of training data and generate new data with the same characteristics as the training data. This way, synthetic flow-based network traffic is generated to mimic both attacks and normal traffic without using NS.

We observe that NDT researchers currently focus their interest on the exploitation of the data provided by the physical twin, combined with AI algorithms, to develop ideal models of
the physical network, to train the NDT, to simplify network optimization problems or to enhance network operations. They tend to oppose NDT to NS, throwing away the large amount of progress and benefits achieved with NS. In the following section, we explore how NS is also evolving thanks to data and AI.

2.3. Network Simulation combined with Machine Learning

Various researches lie at the intersection of NS, ML, and network experimentation for solving IoT network problems throughout their life cycle, opening the way to the combination of NS and NDT.

The authors of ns3-gym present a toolkit that connects the OpenAI Gym with the ns-3 simulator [33]. The ns3-gym simplifies the usage of reinforcement learning and field data for solving problems in the area of networking. Similarly, various works combine network simulators with machine learning algorithms in an online fashion. Examples of such coupling include spatial reuse optimization [34, 35, 36], frame aggregation [37, 38] or signal quality improvement [39, 40]. This is analogous to our proposition in Section 6.

Few authors have proposed to combine real data and traces and simulation to enhance network evaluation. For example, a network simulator can be used to reproduce a network testbed through network traces, representative of the dynamic conditions of the environment [41]. It enables the creation of a digital model of the original wireless network environment, which allows the validation of novel solutions and the evaluation of their performance in realistic conditions in NS.

On their side, some network vendors argue that NS is a part of the NDT analysis toolbox used for knowledge extraction [5].

As synthesis, we observe that NS has been largely used by the networking community, while NDT, often associated with ML, is emerging as a promising technology for network management and optimization. The coupling of the simulation models with the physical network data is being explored by very few network researchers. Despite these promising investigations, the networking community seems to prefer oppose NS and NDT and rarely propose to couple them as we do in this article.

Finally, research work addressing the topic of NDT in the specific field of IoT networks are very rare. For Kherbache et al. [42], the NDT paradigm can help operators manage the IoT network as it has been developed. These authors do not consider the other life-cycle phases such as design, nor the integration of simulation in the NDT as we develop in the next section.

3. Combining NS and NDT

In this section, we explore the respective principles, usages and limits of NS and NDT. Then, we study how the combination of NS+NDT could push the two approaches to their next level and lower their limitations.

3.1. Network Simulation

NS is the process of creating a virtual environment that mimics the behavior of a real network. It requires a specialized software, called simulator, to model and emulate network devices, protocols, and traffic patterns. NS is largely used to test and evaluate the performance, scalability and behavior of a network before implementing changes or deploying new technologies. It helps identify potential issues, optimize network configurations, and validate network designs without impacting the production environment. Network simulators leverage discrete models to reproduce the behavior of real hardware [43, 44]. Time-based simulators produce an output as an incremental progression of time slots. In events-based simulator, events are executed during each time slot as the simulation advances [7]. The model used to simulate a network is a simplification of the real hardware. This simplification can lead to discrepancies compared to the same experiment on real network. Therefore, results obtained from simulations might not be fully realistic and reliable.

3.2. Network Digital Twin

A NDT is a virtual representation of a physical network infrastructure [3, 4]. It provides a comprehensive view of the entire network, enabling better decision-making and planning. A NDT typically comprises descriptive models of the network components, devices, configurations, and data-based models of behavior to predict the performance and future behavior of the actual network. A NDT collects and stores real-time data from the network for optimizing network operations. Different NDT architectures, encompassing numerous network services such as predictive maintenance, network diagnosis, efficient energy optimization, security management, optimized resource allocation and real-time network monitoring have been proposed [45].

3.3. Current Network Evaluation Practices

When defining and preparing the deployment of a network in a real environment, network experts use to leverage different network performance evaluation methods such as NS but also analytical modeling [46] or experimentation [47]. These tools enable them to have a long-term and large-scale perspective and make informed decisions. Researchers often consider NS as a better choice for in-depth evaluation. Indeed, NS provides good insights about the future performance of a network system and permits to test what-if scenarios at scale to trade-off cost, QoS and energy efficiency. NS complements small scale proof of concept and pilot deployments when large scale assessment is required. In this case, NS is cost-effective since it prevents the massive deployment of real equipment.

On their side, field network architects and operators rely on vendor data, benchmarks, prototyping but rarely on the theoretical tools, used by network researchers. For network operations, they harness network monitoring and network analysis tools which collect performance data on network equipment and centralize them in a dedicated server [48, 49]. In production, network operators rely on data-driven evaluation methods to estimate the health as well as the QoS of a network. Network
monitoring and observability tools ensure network reliability and performance, help detect issues and troubleshoot problems. NDT is envisioned for helping the observability, management and operations of future networks [50].

3.4. The limits of NDTs

NDTs are very recent and, as far as we observe, they are currently focusing on the operation phase, providing data-based and ML-driven decision support, by leveraging collected data [9, 41]. However, the DT paradigm, as exploited in other engineering disciples, is applied throughout the lifecycle of the physical counterpart. In particular, simulation tends to be now fully part of its toolbox. We list in the following the limits and research challenges of NDTs:

- **Prediction capabilities**: As currently implemented, NDTs rely on past data-based models; therefore they may have difficulties to anticipate the behavior of their physical twin networks in future unknown situations.

- **Troubleshooting and root cause analysis capabilities**: An NDT collects descriptive and historical data; therefore it may struggle to understand the failure, bottlenecks or attacks of the network in unforeseen and unplanned conditions.

- **Data Integration and Management**: Consolidating diverse data sources, large volumes, data quality can become rapidly an issue when deployments are large. Consequently, the NDT cost in terms of data transport, management and processing can be important.

- **Timely decision-making**: Real-Time Data Processing to provide up-to-date insights and efficient decision support is a difficult challenge for NDT. It requires scalable and efficient algorithms for analysing streaming data, as well as fast optimization algorithms.

- **Model Accuracy and Validation**: It is crucial to represent the physical network behavior faithfully. This implies the need to capture the complex dynamics of different network components, such as routers, switches, and communication links. Validation methods should also be explored to ensure the accuracy and reliability of the NDT models. This results in complexity for NDT design, model building and validation.

- **Security and Privacy**: Of sensitive network information is critical to protect NDT data from unauthorized access and cyber threats.

3.5. The limits of Network Simulation

On their side, Network simulators have been designed by network experts targeting network researchers and programmers. Network simulators like ns-3 [51] require network expertise and knowledge in C++ programming to design experiments, to run them but also to analyze and exploit the results. Simulation is a fair tradeoff between cost and accuracy, because it allows to have test performance at scale at a lower cost than real deployments, but can become very greedy in execution time when the exploration space is vast. Moreover, its results reliability are potentially questionable, given the abstraction and assumption made on the various parameters for building the simulation model. To summarize, the main NS limitations are:

- **Accessibility**: for simulator development, deployment and learning, simulations design and exploitation
- **Cost**: in terms of run time and computing power when a large parameter space has to be explored.
- **Credibility**: questioning how trustful the results are.

We observe that both NDT and NS are challenged on complexity, cost (time, energy, financial), model accuracy and validation. In the next section, we analyse how they can mutually compensate their respective flaws. In this paper, we do not address the security issues of NDT.

3.6. Benefits of combining NS and NDT:

We summarize the potential benefits of NS and NDT combination (NS+NDT) in what follows:

- **Benefits NS brings to NDT**
  - **Prediction capabilities extension**: NS can provide NDT with models and capabilities for exploring what-if scenarios and predicting network traffic, performance as well as failure at large scale before effectively modifying the network.
  - **Synthetic data generation**: When data is sparse or difficult to gather from the real world (failures, attacks...), NS can be used to generate synthetic data reflecting abnormal situations, for enhancing ML-based model creation to better detect anomalies, troubleshoot or secure a network. When particular values may not be accessible for a direct measurement, the simulation models build during the design phase can be reused to obtain them.
  - **Troubleshooting acceleration**: By using the simulation models, it is possible to interpret the NDT measurements in a different way, rather than just detecting deviations from the norm. Several modes of failure can be simulated for the current situation trying to reproduce the actual measurement signals. The comparison of the simulated signals with measured ones can help to troubleshoot and root cause the problem. Simulation completes monitoring of the network operation to give early warning of a failure or an attack.
  - **Data collection reduction**: NDT can reuse NS models and results throughout the life cycle and minimize life-data collection reducing data integration and management. Together with data from online monitoring, the simulation models and operation history provided by the NDT are also the base for more
flexible service planning. A comprehensive picture exists of the condition of the system which also eases the maintenance and upgrade operations before a failure occurs.

- **Lower Complexity for NDT building**: Simulation model created during the design phase can help build the initial NDT model, then simulation model reuse will enable continuous network improvement. As the NDT provides a smart view on the available system information, models and results from earlier lifecycle phases are accessible also for users of different disciplines. Existing models can be slightly modified to adapt to the changing requirements or context.

- **Improved operation**: During the design phase, the network has to be planned to withstand a given workload and proved via simulations. However, additional information from the simulation can be deduced with little extra effort, like how “well” the design criteria are fulfilled. Network entities which do not really fulfill well these conditions are the best candidates to become bottlenecks and points of failure. The availability of this information allows improved operations, as the most important vulnerabilities are already known in advance.

**Benefits NDT brings to NS**

- **NS accessibility improvement**: Network representation and user-friendly interface in NDT can improve NS accessibility and its results exploitation by non network experts.

- **Lower Complexity for model building**: Descriptive data such as inventory, configuration files, collected on the deployed physical twin, can help defining initial simulation model parameters and updated dynamically.

- **NS credibility increase**: Data from real deployment and operation, collected as part of the NDT, can serve as verification input for the simulation models and lead to their continuous improvement. Linear Regression, as detailed in Section 4.4 or sophisticated ML-based models [52] can be used for this purpose. This way, descriptive data as well as life data measured and stored in NDT can strengthen NS reliability and validation, enhancing NS credibility.

Figure 1 illustrates the key differences of the analytics, NS and NDT models and evaluation workflows as well as their potential interactions. Analytical approaches use mathematical models for both traffic and network to compute output and performance results (A). NS abstracts the real traffic and the network hardware, but runs the real software to simulate the output and the performance of a network (B). NDT leverages real network equipment and traffic measurement data to feed Artificial Intelligence (AI) algorithms to train predictive models that can be used for inferring future behavior (C).

Table 1 provides a succinct comparison between different network modeling and evaluation approaches, namely Network Prototyping (NP), NS, NDT, and our proposed NDT enhanced with Simulation (NS+NDT). NP, NS and NDT approaches serve currently a different purpose in the network development lifecycle. NP focuses on rapid physical model creation for hands-on testing, while NS involves mimicking network behavior for analysis. NDT creates a virtual representation of a real-world network for continuous monitoring and analysis. The integration of simulation with NDT combines the benefits of each, covering the full life cycle, enhancing dynamic scenario testing and providing real-time insights into network behavior. The table delves into key phases, challenges, advantages, use cases, and IoT integration aspects for each approach, offering a comprehensive overview of their respective strengths and applications.

### 3.7. Research challenges and opportunities for NS+NDT

The combination of NS and NDT is noted NS+NDT in the rest of the article. NS+NDT can unlock significant opportunities for network optimization, predictive maintenance, resilience analysis, and intelligent decision-making in networking industries as it does in other industries [17] and as it is detailed in the last column of Table 1.

NS+NDT translates practically in the integration of NS within an NDT. Figure 2 illustrates the conceptual architecture we propose for the smart integration of NS with other analytics and optimization tools within the NDT. This architecture highlights that the tooling layer is powered by the data and model databases on one side and interfaced with the presentation and visualization capabilities on the other. One of the key differentiators between conventional NS and a NDT is that the latter has regular synchronization with the real-world entity. We argue that making the data and models available to both tools in NS+NDT creates a great opportunity for multiplying the benefits of both NS and NDT and opens a lot of research opportunities. We examine them in the following.

**Challenge 1: Addressing different paradigms behind NS models and NDT models**. Network performance evaluation relies on three types of models: the network models (for example the channel model), the traffic models and the output, or Key Performance Indicators (KPIs), models.

In NS, the network model describes the network characteristics (nodes, routers, switches, links) and the traffic model corresponds to the way events are synthetically generated (data transmissions, packet error, etc.). Output results, generally generated as time-series data, would include network-level metrics, link metrics, device metrics etc. On their side, NDT models are based on mathematical models and data-driven models [53]. Mathematical models (deterministic or stochastic) abstract both the network and traffic characteristics used to compute the output which expresses the network behavior. Data-driven models leverage monitoring data collected on the physical network to build predictive models of its throughput, its quality of services, etc. When combining NS and NDT, it is important to
understand how real data can be integrated in NS models and, conversely, how simulation traces can be exploited by NDT and ML-based models. We explore the first point in Section 4. The second one remains an open challenge.

**Challenge 2: Applicability to a lot of networking contexts.** The combination of NS+NDT can benefit a large set of networking domains such as IoT networks, telecommunication networks, Cloud networks. There is no general solution that would fit all potential decision problems. Tailored NS+NDT solutions must then be explored in each context with industry-specific use cases and requirements. In this paper we explore the specific IoT network configuration decision problem. Identifying and designing the generic and specific parts of NS+NDT is an open research challenge.

**Challenge 3: Human-Machine Interaction.** Intuitive user interfaces, visualization techniques, and decision support systems that facilitate effective human-machine interaction, enabling users to understand complex network behaviors, interpret NS+NDT insights, and make informed decisions, have to be developed. We present an example of NS+NDT interface in Section 3.

**Challenge 4: Scalability and Performance.** Small scenarios can be simulated quickly with NS, whereas larger scenarios require a longer execution time. In many NDT use cases, during network exploitation for example, fast response times are important. Handling effectively large-scale network infrastructures comprising thousands or millions of nodes, requires to optimize the computational and storage requirements of NS+NTDs. Simplified models focusing on the most relevant aspects, limiting investigations to a subset of the network, leveraging surrogate modeling (see Section 5) are various alternatives to explore to face these challenges.

**Challenge 5: Dynamic Adaptation and Optimization.** Evolution of network operations, in response to changing conditions and requirements, requires the development and integration of hybrid modeling techniques, adaptive algorithms and optimization techniques in NS+NDT that leverage simulation and real-time data to dynamically reconfigure network resources, improve performance, and optimize energy consumption. These questions are widely open.

In the following sections we develop the principles of the NS+NDT solution for the specific IoT network use case (challenge 1 and challenge 4) in Section 4 before exploring the scalability (challenge 2) in Section 5 as well as the dynamic adaptation and optimization aspect (challenge 3) in Section 6.

---

**Figure 1:** Comparison of A) analytics, B) NS and C) DT models usage, evaluation workflows and potential interactions.

**Figure 2:** NS integration within NDT tool box.
4. Integration of NS in NDT for IoT Network Optimization

In this section, we develop the mutual benefits of the integration of NS within a NDT to support the decision-making process throughout the life cycle of an IoT network. In particular, we show how NDT benefits from NS providing the capability to easily evaluate and compare various configuration parameter settings for optimizing network performance. Then we study how NS benefits from NDT data providing real conditions data that can be used to increase NS reliability.

4.1. Background

The lifecycle of an IoT solution generally consists in five phases [54]: (i) **Design**, for defining and planning the digital system and the service components, (ii) **Development**, which involves software and hardware components building and integration, (iii) **Deployment**, where the devices are installed and their services (data collection, etc.) configured and activated, (iv) **Operations**, where the whole IoT chain, from sensor to the IoT platform in the cloud is exploited and maintained (v) **Decommissioning**, where the solution is terminated and the IoT system dismantled. Various stakeholders, such as (i) IoT architects and integrators, (ii) IoT solution developers, (iii) IoT security and solution operators can be involved throughout the life cycle of an IoT solution [55]. In practice, IoT teams do not necessarily include wireless network experts.

An IoT solution should adapt dynamically to the environment it has to monitor and control. The IoT network configuration requirements can therefore be related to scalability, when the number of device increases and the infrastructure expands, security, interoperability, QoS, performance optimization, change management, compliance, remote management, etc.

Each IoT network technology such as LoRa, Sigfox or NB-IoT, etc. has to be configured differently as their configuration parameters are distinct. In the case of LoRa, these parameters are, for example, the spreading factor (SF) which determines the speed at which the signal frequency changes across the bandwidth of a channel; coding rate, indicating of how much of the data stream is actually being used to transmit user data; type of traffic determining whether the data is sent with or without an acknowledgment. Each of these parameters can take various values, each potentially exerting a notable influence on the achieved performance. Thus, the configuration decision significantly and directly affects the operational performance of the solution.

Moreover, the needs of performance depend on the application: the same configuration can be efficient for one application and much less efficient for another context [56]. A reconfiguration can be also be required if the application characteristics evolve over time.

<table>
<thead>
<tr>
<th>Approach</th>
<th>Network prototyping</th>
<th>NS</th>
<th>NDT</th>
<th>NS+NDT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Purpose</td>
<td>Feasability study and hardware choices</td>
<td>Testing, evaluating, and validating designs and configurations</td>
<td>Real-time monitoring, observability and reconfiguration</td>
<td>Decision-support throughout the network lifecycle</td>
</tr>
<tr>
<td>Key phases</td>
<td>Design, Test and Development</td>
<td>Design and Deployment</td>
<td>Operations and Adaptation</td>
<td>Full life cycle (from Design to End-of-life)</td>
</tr>
<tr>
<td>Use cases</td>
<td>Feasability test, equipment benchmarking</td>
<td>Evaluation of network's properties, Capacity Planning, Behavior prediction, What-if analyses</td>
<td>Traffic and performance monitoring, Troubleshooting, Failure prediction, Network Control</td>
<td>NS+NDT use cases, from Design to Dismantling evaluation and decisions</td>
</tr>
<tr>
<td>Scope</td>
<td>Focused and small scale network infrastructure</td>
<td>Focused on specific aspects or scenarios within the network</td>
<td>Comprehensive view of the entire network infrastructure, including devices, configurations, and operational data</td>
<td>High-level holistic view to low-level focused analyses of the network</td>
</tr>
<tr>
<td>Differences</td>
<td>Real experiments, no model</td>
<td>Simulation model, predefined scenarios and traffic patterns, no real-time data from the actual network</td>
<td>Twinning (incorporates real-time data), real-time tests and changes, ML models for prediction</td>
<td>Combined twinning and simulation, real and virtual tests, real and virtual traffic, real and synthetic data</td>
</tr>
<tr>
<td>Implementation</td>
<td>Small scale physical network prototype</td>
<td>Need for creating a virtual model from scratch with a simulator, defining network parameters and scenarios</td>
<td>Physical network data and information discovery, collection and integration into a digital model</td>
<td>Creation of a high-level simulation model, gradually detailed and enhanced by information discovered and collected (such as inventory, device types, etc.)</td>
</tr>
<tr>
<td>Advantages</td>
<td>Precise, grounded but limited insights</td>
<td>Enable a range of experiments, large scale explorations</td>
<td>Consolidated data-based decisions</td>
<td>Verification, update of simulation models, model reuse for operation, enhanced decision support</td>
</tr>
<tr>
<td>Challenges</td>
<td>Costly and time consuming</td>
<td>Complexity, credibility, cost for large scale experiments</td>
<td>Limited prediction and troubleshooting capabilities, data collection and management, model validation</td>
<td>Reduced complexity and cost, increased capability and credibility</td>
</tr>
</tbody>
</table>

Table 1: Network modeling and evaluation approaches comparison
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In the following, we formalize and investigate the configuration optimization problem of the IoT network of an application that can evolve over time.

4.2. IoT configuration optimization

Problem formulation: The configuration decision can be formulated as an optimization problem as follows. Given,

- An IoT application $A$, with its set $R$ of characteristics and communication requirements,
- A network technology $T$,
- A set $C$ of possible configurations (parameters value combinations),
- A set $K$ of key performance metrics or KPIs that characterize the behavior of an application $A$ on a network technology $T$ with $C$,

the decision problem consists in finding the configuration $C_d$ in $C$ of the network technology $T$ that fits the application requirements $R$ and provides the best performances for the application $A$, in terms of KPIs $K$.

A NS-based configuration optimization methodology requires to evaluate different configuration parameters and to select the best ones. This approach can be divided into 4 steps as follows:

- **Application modeling**, where the value of the application requirements, KPI goals and weights are defined.
- **Configurations Generation**, where what-if scenarios, integrating the application with the network technology configured with various parameter settings, are designed and created.
- **Evaluation**, where the set of generated scenarios are instantiated then evaluated and the KPIs of each what-if scenario are obtained. For the evaluation, a framework such as the one presented in [14, 57] can be used.
- **Selection**, where what-if scenarios are ranked and the best network configuration and topology are identified.

Application modeling: Modeling an IoT application requirements from the IoT network perspective consists in characterizing the load it imposes on the network over time. This load is a function of the number of communicating end-devices and the individual traffic they are exchanging.

The communication requirements of an IoT application are abstracted by the end-devices, the individual workload they impose on the network and their physical environment as defined in Table 2. To simulate and study the scalability of an IoT network solution, the minimal and maximal values expected for the different selected parameters have to be specified.

For the environment, two cases can be considered: Indoor or outdoor, where the latter can be either (a) rural, (b) suburban or (c) urban. Inspired by [58], a propagation (path loss) model is associated to each environment type to characterize this environment.

<table>
<thead>
<tr>
<th>Application abstraction parts</th>
<th>Parameters</th>
</tr>
</thead>
</table>
| End-devices                   | - Minimal number  
- Maximal number  
- Battery capacity (Amperes.hour)  
- Mobility model |
| Workload                      | - Traffic direction (downstream and/or upstream traffic)  
- Message size (bytes)  
- Minimal frequency (packets/second)  
- Maximal frequency (packets/second) |
| Environment                   | - Type (embodying the radio conditions)  
- Scope (meters), which is the maximum distance expected between two end-devices  
- Expected lifetime (days) |

Table 2: Application Modeling Parameters.

For the sake of simplicity, this work considers only static end-devices (no mobility model).

Performance indicators definition: A KPI is a metric to be evaluated and optimized. For an IoT scenario, we select the following network KPIs, which can be weighted by the user:

- **Packet delivery**, which represents the amount of correctly received packets among all the sent ones.
- **Energy consumption**, which is the amount of energy consumed by the end-devices during the network deployment.
- **Packet latency**, which is the time that packets take to flow from the end-devices to the gateway.
- **Cost**, which is an estimation of the cost of deployment of the network. It represents in our case the purchase cost of the gateways.

Configurations generation: Each IoT technology is characterized by a set of parameters divided into generic and specific parameters. Generic parameters, such as maximum data rate, characterize the network technology. Specific parameters depend on each network technology. For instance, in the case of LoRaWAN, the specific parameters include the Spreading Factor (SF), the coding rate and the type of traffic (unconfirmed or confirmed). Some parameters are easily configurable by developers or by software (e.g., SF for LoRaWAN) while others are less tunable or simply out of reach for the users (e.g., the transmission power for LoRaWAN or MCS (Modulation and Coding Scheme) in Wi-Fi).

The generic parameters which are common to all the network technologies are: (i) The data rate, which is the theoretical maximal amount of data that can be sent per unit of time, (ii) the frequency band, which is the frequency where the radio waves operate on and (iii) the topology type, which can be star or mesh. The number of gateways, which characterizes here the network infrastructure, is considered as a common parameter for all technologies. We define a network configuration by a combination of values of these parameters (including the number of gateways).
The evaluation step consists in instantiating the what-if scenarios defined at the configurations generation step described above for calculating their respective KPI values, for both the minimal and the maximal deployments. For the evaluation, we rely on the framework presented in [14].

The goal of the Selection step of the methodology proposed is to compare and rank the alternatives evaluated in the Evaluation step.

After KPIs values normalization, the results are ranked according to a score, obtained through a method derived from the TOPSIS MADM algorithm [59]. The ranking leverages KPIs weights, on the basis of their knowledge of the business context. The KPIs weighting is done using a vector of preference, more commonly named weights, in the form of \( W = [W_1, \ldots, W_n] \) where \( W_j \in \mathbb{R}, \sum_{j=1}^{n} W_j = 1 \).

\[
p_i = [p_{i1}, \ldots, p_{in}] \tag{1}
\]

The positive ideal solution (best one) and the negative ideal solution (worst one) based on the range of estimated KPIs values are calculated. Then, a score \( S \) is given to each alternative depending on the Euclidean distances between the considered alternative and the positive and negative ideal solutions.

The output of the Selection step is the alternative that obtains the highest score \( S \), according to this ranking.

### 4.3. Case study: Network Configuration Decision for a Precision Agriculture Application

In this case study, we consider the deployment of a precision agriculture solution in a given farm, using LoRaWAN. The IoT architect needs to adjust the network configuration parameters of this solution taking into account the specificity of the deployment. The precision agriculture system comprises humidity, temperature and PH sensors, which measure these metrics before sending them to a LoRaWAN gateway for further transmission and processing. In Table 3, we describe the application scenario, according to the parameters defined in Table 2.

<table>
<thead>
<tr>
<th>Application modeling</th>
<th>Parameters</th>
<th>Case A</th>
</tr>
</thead>
<tbody>
<tr>
<td>End-devices</td>
<td>Minimal number</td>
<td>200</td>
</tr>
<tr>
<td></td>
<td>Maximal number</td>
<td>200</td>
</tr>
<tr>
<td></td>
<td>Battery capacity</td>
<td>2.4</td>
</tr>
<tr>
<td></td>
<td>(Amperes.hour)</td>
<td></td>
</tr>
<tr>
<td>Workload</td>
<td>Traffic direction</td>
<td>Upstream</td>
</tr>
<tr>
<td></td>
<td>Message size (bytes)</td>
<td>50</td>
</tr>
<tr>
<td></td>
<td>Minimal frequency (packets/second)</td>
<td>0.001</td>
</tr>
<tr>
<td></td>
<td>Maximal frequency (packets/second)</td>
<td>0.001</td>
</tr>
<tr>
<td>Environment</td>
<td>Type</td>
<td>Rural</td>
</tr>
<tr>
<td></td>
<td>Scope (meters)</td>
<td>8000</td>
</tr>
<tr>
<td></td>
<td>Expected lifetime (days)</td>
<td>N/A</td>
</tr>
</tbody>
</table>

Table 3: Application modeling of case A.

The IoT architect wants to explore and compare the various network configurations for the LoRaWAN settings within the end-devices. The considered parameters for LoRa network interface settings are:

- **SF**: Determines the speed at which the signal frequency changes across the bandwidth of a channel. The higher the spreading factor the lower the data rate.
- **CR**: An indication of how much of the data stream is actually being used to transmit usable data.
- **CRC**: An error-detecting code commonly used in networks to detect accidental changes in the transmitted data.
- **Type of traffic**: Determines whether the data is sent with or without an acknowledgement. It can therefore be confirmed (1) or unconfirmed (0), respectively.

The goal is to determine which SF to select as well as which CR (Coding Rate) and type of traffic (confirmed or unconfirmed) to use. Several network configurations are generated accordingly. The minimal and the maximal values are considered for each parameter.

Table 4 presents the KPI values of the various LoRaWAN alternatives. We conducted a comprehensive simulation for all the possible configurations, which took 441 minutes (more than 7 hours). We show only some configurations and their corresponding KPIs and scores. We see the tremendous influence that parameters like the number of gateways have on the KPIs. However, this comes with a higher cost. Based on these results, the algorithm elects LoRaWAN with 5 gateways, SF8, an unconfirmed traffic, 1 CR and a 0 CRC as the optimal alternative.

### 4.4. Exploiting NDT data to enhance NS credibility

As discussed in Section 3, simulation has always been challenged on its credibility [60]. To face it, parameter calibration and model validation are necessary to make sure that simulation returns accurate results. The connection of NS to the physical deployment within the framework of an NDT can address this limits by feeding the simulator with real data for parameter initialisation and calibration. Thus, we explore the merits of coupling simulation and life data in the context of NDT in this section and see whether this produces more grounded data and simplifies model creation and validation.

We take here the example of the calibration of the energy consumption simulation model in IoT. Energy efficiency is indeed a critical aspect of IoT network technologies, as IoT devices generally operate on limited battery power or in energy-constrained environments. Therefore, insights related to the energy required for the communications and battery life-time duration estimates, delivered by NS, have to be highly reliable.

Energy consumption, which represents the rate at which energy is consumed over a period of time, can be measured on the overall network or on each IoT end-device. In this work, we define the energy efficiency ratio as the number of bytes that each transmitter can successfully transmit to the receiver using a single joule of energy. The higher this quantity, the more energy
efficient the IoT network is. The battery lifetime gives an indication of the IoT system’s lifetime without recharging batteries. Note that we focus here only on energy consumption due to the transmission costs. Sensing/actuating energy consumption is not considered in this study.

Energy consumption in discrete-event network simulators is often modeled as follows:

\[
E = \sum_{i \in S} (\alpha_i \times t_i) \times V
\]  

(2)

where:

- \(E\): Energy consumption in Joules,
- \(S\): Set of different physical states (Tx, Rx, etc.),
- \(\alpha_i\): Current consumption of state \(i\) in Amperes,
- \(t_i\): Total time passed in a state \(i\) in Seconds,
- \(V\): Voltage in Volts.

The major problem with Equation 2 is that, in reality, the current consumption \(\alpha_i\) of each state \(i\) is strongly tied to the type of equipment. Indeed, although several works associate network technologies to current consumption values (e.g., [61], [62]), it is possible to find different equipment featuring the same network technology with different current consumption values (e.g., in [63], [64]).

As the energy consumption is highly tied not only to the used network technology but also to the actual deployment, the simulation models can yield unreliable results. Calibrated energy consumption models would ensure that the simulated results align closely with the actual energy usage of the deployed IoT devices and networks. Thus, this will make the simulation more trustworthy for IoT architects. The real devices, instrumented and connected to a NDT, can deliver measurements of the actual energy consumption influenced by radio conditions, the nodes positions and the application workload. These data can then be injected within the simulator for continuous calibration.

These real measurements are used to calibrate the \(\alpha_i\) values, as follows and as depicted in Figure 3:

![Figure 3: Calibration Method principle.](image)

1. Take period measurements of the power consumption at a regular pace.
2. For fixed periods, calculate the energy consumed. To do so, one can use the integral of the power per time (seconds). The integral can be calculated using Thomas Simpson’s method. Generate a dataset \(D_1\).
3. For the same considered period, generate a trace of all the crossed states in the simulator and the corresponding times passed in each state. Generate a dataset \(D_2\).

<table>
<thead>
<tr>
<th>Configuration</th>
<th>Key Performance Indicators</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parameter</td>
<td>Message Delivery</td>
</tr>
<tr>
<td>nGW SF Traffic Type Coding Rate CRC</td>
<td>Weight: 1</td>
</tr>
<tr>
<td></td>
<td>Unit: %</td>
</tr>
<tr>
<td></td>
<td>Goal: &gt;90</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Message Delivery</th>
<th>Power Consumption</th>
<th>Message Latency</th>
<th>Cost</th>
<th>Score</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Weight: 1</td>
<td>Weight: 1</td>
<td>Weight: 1</td>
<td>Weight: 1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Unit: %</td>
<td>Unit: mW</td>
<td>Unit: ms</td>
<td>Unit: $</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Goal: &gt;90</td>
<td>Goal: &lt;1000</td>
<td>Goal:</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4: Precision Agriculture Case’s Results.
4. Merge $D_1$ and $D_2$, so that we have for each period the amount of time passed in each state in the simulator, and the consumed energy in the physical network.

5. Apply a linear regression to infer the coefficients by which the times passed in the different states must be multiplied to get the real energy consumed (after multiplying with the voltage that we consider fixed). These coefficients correspond to the calibrated $\alpha_i$. Since the coefficients must be positive, we use the least square method for the linear regression.

The pseudo-algorithm of the solution is presented in Algorithm 1 in Appendix A.

**Illustration:** To illustrate the application of our method, we deploy the physical twin network in the FIT IoT-Lab [65] and use ns-3 as the network simulator. The end-devices are based on the M3-board micro-controllers (see Figure 4), with a firmware using the RIOT Operating System [66].

**Use-case Description:** The IoT devices transmit sensor data, like temperature, pressure, or vibrations via a IEEE 802.15.4 network (6LowPAN).

Some end-devices are instrumented and connected to the NDT platform collecting their energy consumption. These measurements are used to calibrate the simulator.

There are 50 sensors sending 100 bytes packets every second to a gateway. The sensors are separated by a distance of 200 meters. This deployment is described in Table 5.

**Results:** Table 6 shows the drawn current values of the simulation models before and after the calibration. As we can see, the values are clearly different for most of the NIC physical states.

To highlight this difference, Figure 5 displays the power consumption (in milliwatts) measured for one sensor 1) on the real deployment, 2) through the calibrated simulation models and 3) the default simulation models of ns-3. As we can see, the calibrated models manage to reproduce in a very accurate way the power consumption measured on the real deployment. It is also interesting to see that the power consumption estimated through default models is tremendously far from reality. As we said before, it is mainly due to the fact that default simulation models consider only the energy induced by transmission modules, and make abstraction of the energy consumption induced by the microcontroller processing unit and the firmware. For instance, it is worth noting that the used M3 board microcontroller consumed 14 mA at full power, to which we must add the radio chip which consumes 14 mA when transmitting and 12 mA when receiving, and other energy-consuming hardware as well.

In order to see whether the calibrated models can be used as a baseline for the prediction of future evolution of the network deployment, we test the same calibrated models for a different use-case as the one used for the calibration. This deployment consists in 60 end-devices (instead of 40), sending 2 packets (instead of 1) every second. The energy consumption is estimated without running again the calibration. As we can see in Figure 5, it is still close to the reality. The power consumption remains practically the same, despite the increased density and traffic workload. This may be due to the energy consumption induced by the Micro Controller Unit (MCU) of the IoT devices. In fact, in order to have a base of comparison, an experiment was undertaken involving the testing of an alternative protocol and operating system (CTP under Contiki OS [67]) featuring mesh traffic propagation encompassing 64 M3 nodes.

---

1. [https://www.iot-lab.info/docs/boards/iot-lab-m3/](https://www.iot-lab.info/docs/boards/iot-lab-m3/)

---

<table>
<thead>
<tr>
<th>Application modeling</th>
<th>Parameters</th>
<th>Case Study</th>
</tr>
</thead>
<tbody>
<tr>
<td>End-devices</td>
<td>• Minimal number 40&lt;br&gt;• Maximal number 60&lt;br&gt;• Battery capacity 2.4 (Amperes.hour)</td>
<td></td>
</tr>
<tr>
<td>Workload</td>
<td>• Traffic direction Upstream&lt;br&gt;• Message size (bytes) 100&lt;br&gt;• Minimal frequency (packets/second) 1&lt;br&gt;• Maximal frequency (packets/second) 2</td>
<td></td>
</tr>
<tr>
<td>Environment</td>
<td>• Type Suburban&lt;br&gt;• Scope (meters) 200&lt;br&gt;• Expected lifetime (days) N/A</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>State</th>
<th>Default Drawn Current value (mA)</th>
<th>Calibrated Drawn Current value (mA)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tx</td>
<td>7</td>
<td>83</td>
</tr>
<tr>
<td>Rx</td>
<td>0.5</td>
<td>46</td>
</tr>
<tr>
<td>Tx-Busy</td>
<td>7</td>
<td>14</td>
</tr>
<tr>
<td>Rx-Busy</td>
<td>1.5</td>
<td>49</td>
</tr>
<tr>
<td>Trx-Switch</td>
<td>0.5</td>
<td>0.01</td>
</tr>
<tr>
<td>Trx-off</td>
<td>$5 \times 10^{-7}$</td>
<td>$5 \times 10^{-7}$</td>
</tr>
</tbody>
</table>

Table 5: Application modeling of the case study.

Table 6: Default and Calibrated Drawn current values for each state of the machine state used in ns-3 simulations to evaluate the power consumption of 802.15.4 communications.
The results revealed a higher consumption rate in comparison to the initial RIOT-based experiment.

As a side note, we would like to mention that the packet delivery observed in the simulation was also far from the real one. This suggests that, despite our efforts to replicate the deployment accurately in terms of the number and positions of the end-devices, the simulated radio environment differed significantly from the actual one. One possible explanation for this discrepancy is the presence of other active nodes in the FIT IoT-Lab platform that were in proximity to our deployed nodes. As a result, the interference caused by these additional nodes was not accounted for in the simulation, leading to differences in the packet delivery performance between the simulated and real environments. This confirms the benefit of coupling the simulator with the physical twin via its NDT to refine it and increase the accuracy of the simulation models.

Particularly, radio link quality estimation in simulation is a crucial, due to the substantial impact it has on critical performance metrics like packet latency and delivery in IoT networks. Hence, the accuracy of the simulation models heavily depends on how well they capture the real-world behavior of wireless channels. Calibration using real data from experiments would provide a means to validate and calibrate simulation models, ensuring that the simulated scenarios closely mirror actual conditions. However, to accurately reproduce a real radio environment in simulation is still an open challenge, although some recent works have emerged around this topic (e.g., [52]).

4.5. Integration of NS and Decision Support in NDT

To give an overview of the user-friendliness potential of an NDT (challenge 3 of NS+NDT), we briefly present below the integration of NS in our Stackeo’s NDT platform [13]. Figure 6 displays the user interface presenting the conceptual network design of an IoT solution and Figure 7 gives the NDT dashboard view offered to the IoT operator.

To perform the evaluation of the various configuration settings and making the decision, a network simulator based on ns-3 as well as an optimizer based on TOPSIS scoring algorithm has been integrated in the Stackoe’s NDT platform and presented in [13]. During the design phase of an IoT solution, a simulation model can be created and evaluated with the integrated NS tool following the HINT methodology presented above. The simulation model continues to evolve with the physical network deployment taking into account its real parameter values and is accessible to the IoT team for performance optimization decision support in operations.

In the previous section, we have focused on the combination and integration of NS and MADM tools within a NDT for performance evaluation, but other analysis and indicators, related to security, financial environmental impact for example, can also be considered and evaluated. This can be done by adapting the model simulator and adding new parameters and KPIs to the decision support algorithm.

Regarding the environmental impact estimation, one way of evaluating it involves analyzing the environmental impacts at each stage of the end-devices’ lifecycle. This naturally induces to clearly specify the type of end-devices composing the physical network, which is an information that is, by design, stored within an NDT as depicted in Figure 7. The related data for environmental impact of raw material extraction, manufacturing, use phase, and end-of-life disposal should then be collected in appropriate Life Cycle Analysis (LCA) database [68].

This section explored the benefit of integrating NS within NDT to enhance NDT capabilities on one side and NS credibility and accessibility on the other side. In the next section, we address the problem of the NS scalability and cost issue in the NDT context where timely decisions are needed. We propose to explore surrogate modeling [20] as an approach to increase the efficiency of the simulation process. In particular, we study a Machine Learning-based surrogate modeling methods (ML-SM), exploiting the previously executed simulations to predict the outcome of future ones preventing the NDT to perform unnecessary new simulation. We analyze if this helps deal with the execution time and cost problem.
5. Surrogate modeling to lower NS costs in NDT

As detailed in the previous section and formulated in Sub-section 4.1, NS can be used for testing various configuration settings and associated to a MADM method for selecting the best alternative. However, this benefit comes with the trade-off of increased time required for decision-making processes. Indeed, the number of possible configurations to test for a network technology can be huge. For instance, the Spreading Factor (SF) for LoRa, which has a great impact on the performance, can take 6 integer values between 7 and 12. Add to that the other configuration parameters of LoRa and their possible values, and the set of combinations becomes very quickly unmanageable. Yet, determining the appropriate values to use is a key issue for IoT architects when deploying their solution, especially since several KPIs have to be considered simultaneously (energy, throughput, latency, etc.). Even though simulation offers a better scalability compared to real experimentations, testing all the configuration combinations could become costly in terms of time and computing energy consumption. If we consider that there are \( n \) different parameters, where each one can take \( m \) different discrete values, a comprehensive evaluation would lead to \( S = m^n \) simulations. Add to that the time of each simulation, this can quickly become overwhelming. The high number of required simulations can make NS too computationally and cost-prohibitive in the framework of an NDT. There is then a need to lower the number of simulations to reduce simulation costs.

5.1. Principles

To mitigate the computational burden introduced by NS, surrogate models (SM) [69] are often constructed using simulation outputs to approximate the response surface of the simulation model. Surrogate models are mathematically simple models (of coarse models) that map or regress the input–output relationships of a more complex, computationally intensive model (or fine model, here the simulation model).

Thus, the idea of our solution, named COSIMIA, is to leverage a surrogate modeling approach to reduce the exploration space (the whole set of possible combinations and simulations). The principle consists in selecting a subset of parameters combinations (i.e., configurations), simulating the corresponding scenarios, calculating a score for each one, which reflects the goodness of this configuration, and building a regression model based on the scoring of each combination. Finally, to find the best configuration for a given context, an inference on the trained regression model is made instead of running exhaustive costly simulations. The successive steps are depicted in Figure 8, and we detail them in what follows.

5.1.1. Data generation

This step consists in selecting a subset of input parameters values to run a low number of simulations and calculate the resulting KPIs for each combination.

The configuration sampling is done as follows: For each parameter, we consider the minimal, middle and maximal value (e.g., the values 7, 10 and 12 for SF). In practice, for unbound parameters, this may require to set a lower or upper bound. Then, these different configurations are evaluated using simulation, using ns-3 in our case. The resulting KPIs are then gathered from the simulation. Finally, a score is assigned to each parameters combination, representing the relevance of the configuration, using the TOPSIS MADM method as presented in Section 4. This way, and compared to an exhaustive search,
considering \( n \) parameters with \( m \) possible values for each one of them, our approach requires at most \( 3^m \) simulations.

At the end of this step, we obtain a dataset composed by different configurations with an associated score based on its resulting KPIs.

5.1.2. Learning

The second step consists in building the surrogate model that gives the score of a given configuration, without using simulation. Here, we leverage Machine Learning (ML) and more precisely Regression, which is a branch of ML, where algorithms are used to predict continuous outcomes from given input features. Several regression models have been proposed in the literature: Linear Regression [70], Gradient Boosting [71], Random Forests [72], Extra Trees [73], K-Nearest Neighbors [74] and Support Vector Machine [75].

The learning step of COSIMIA is achieved by feeding the generated dataset to a regression model, where the input variables are the configurations, and where the output is the score. Thus, we train the model to predict the score of a given configuration. Rather than selecting arbitrarily one regression model, we train the collection of regression models cited above and extensively used by the community. Each regression model can give different outputs (scores) for the same inputs and identify different configuration as the best choice (highest score) for a given context. We observe this in Figure 9 illustrating an example of a generated dataset, the inputs and the output of the different regression models used as training models.

5.1.3. Inference

Once the various surrogate models have been trained, a comprehensive inference is conducted for all the possible parameter combinations. For each one, instead of running the simulation, we use each trained models to calculate a score. Note that this comprehensive inference is made possible because the prediction of the score is fast, compared to the actual simulation.

5.1.4. Decision and validation

The decision step consists in comparing the different scores obtained via the different trained models. The configuration which returns the highest score amongst all predictions is the one retained. Then simulation can be run to obtain the corresponding KPIs and verify the validity of the solution. As several surrogate models are employed and each gives a different output, users can run several simulations based on the associated configurations rather than only one and then make their decision (for the regression model to use) on the simulated KPIs rather than on a predicted score. This lower the prediction error and gives more choice to the user.

An algorithm of COSIMIA for the configuration optimization is given in Algorithm 2 proposed in Appendix B.

5.2. Examples of Application

5.2.1. Case Study A: Smart Building with 6LoWPAN

In this section, we show the application of COSIMIA for the configuration optimization of the use case (see Table 5) presented in previous section. The considered configuration parameters for 6LoWPAN (802.15.4) are:

- **Number of frame retries (FR):** It is the maximum number of the retransmissions when there is no acknowledgement received before dropping the packet.
- **CSMA backoff (BE):** The number of times that the sensor stays in the backoff stage after unsuccessful channel sensing.
- **Maximal backoff exponent (MaxBE):** Maximal random interval before sensing the channel.
- **Minimal backoff exponent (MinBE):** Minimal random interval before sensing the channel.

Table 7 shows the improvement in execution time. Indeed, while the comprehensive simulation needs 1367 minutes to complete, only 26 minutes are needed for COSIMIA to be executed, which is equivalent to an improvement of a factor of 60. This is due to the fact that the configuration parameters specific to 6LoWPAN have on average high cardinalities. The proximity of the regression models is defined by the ratio of the score of the solution returned by each trained model to the optimal solution (returned by the comprehensive simulation). This proximity embodies the prediction error. We find that most of the ML techniques reach 99% of proximity. However, the linear regression struggles to exceed 85% of proximity, which corroborates the fact that the problem is not linear and the configuration parameters are interdependent.

Overall, COSIMIA has been able to return optimized configurations which are close from the optimal one returned by a comprehensive set of simulations. Moreover, this has been possible through a clear reduction of the simulation time, with a factor of 60 for this use case.

**Impact of the sampling granularity.** We investigate here the impact of the configurations sampling granularity on the performance of the method. A granularity of \( n \) means that we consider \( n \) values during the sampling phase. The average proximity is the mean of the proximities over all the tested regression models. We address here the tradeoff between prediction error and method complexity.

As expected, Figure 10 shows that the finer the granularity (in other words, the more points are taken for sampling), the more the number of simulation thus the longer the execution.
Table 7: Results for Case Study A. The format of the solutions is the following: [NGW,MaxBE,MinBE,CB,FR]. For each model (Extra trees, Random forest, KNN, SVR, and Linear regression), instead of running the simulation, we use the trained model (which has required 405 simulations during 26 minutes) to calculate the score.

<table>
<thead>
<tr>
<th>Trained Model</th>
<th>Best solution (configuration)</th>
<th>Corresponding simulated KPIs</th>
<th>Data generation</th>
<th>Score</th>
<th>Proximity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Comprehensive simulation</td>
<td>[3,4,3,4,0]</td>
<td>92</td>
<td>0.03</td>
<td>5.56</td>
<td>300</td>
</tr>
<tr>
<td>Gradient boosting</td>
<td>[3,5,3,5,3]</td>
<td>99.37</td>
<td>0.032</td>
<td>5.58</td>
<td>300</td>
</tr>
<tr>
<td>Extra trees</td>
<td>[3,6,0,4]</td>
<td>93.75</td>
<td>0.031</td>
<td>3.91</td>
<td>300</td>
</tr>
<tr>
<td>Random forest</td>
<td>[3,8,7,5,3]</td>
<td>100</td>
<td>0.033</td>
<td>31.16</td>
<td>300</td>
</tr>
<tr>
<td>KNN</td>
<td>[3,8,7,5,6]</td>
<td>100</td>
<td>0.033</td>
<td>31.16</td>
<td>300</td>
</tr>
<tr>
<td>SVR</td>
<td>[5,7,7,5,6]</td>
<td>100</td>
<td>0.03</td>
<td>30.15</td>
<td>500</td>
</tr>
<tr>
<td>Linear regression</td>
<td>[10,8,7,5,7]</td>
<td>100</td>
<td>0.02</td>
<td>26.02</td>
<td>1000</td>
</tr>
</tbody>
</table>

5.3. Synthesis

In this section, we have proposed a method, COSIMIA, combining simulation and ML-based surrogate modeling to reduce the number of simulations, accelerate and lower the cost of the configuration decision. The results indicate that COSIMIA obtains promising results on a couple of different examples, featuring different IoT applications with different network technologies. However, the approach has two major limitations, especially in the context of NS-NDT. First, the selection of configurations subset is arbitrary and makes the method an heuristic, which may not always guarantee optimal solutions despite its performance on the presented use-cases. The sampling approach used in the data generation step, employing min-mid-max values, assumes monotonic parameter influence on the TOPSIS score. This might lead to overlooking crucial values that can potentially lead to the optimal solution. Secondly, the data must be fully generated prior to training the regression models and utilizing them for configuration decisions. Thus, an important number of simulations is still required for each deployment. This could be deemed inefficient, particularly within the context of NDT-managed operations where the physical twin may experience frequent modifications. In such scenarios, an optimized configuration is expected to be swiftly applied upon request.

To overcome the limitations of this first approach (namely Offline COSIMIA), we explore, in the following section, how surrogate modeling based on Bayesian optimization (namely Online COSIMIA) can be leveraged in NS-NDT for dynamic configuration.

6. Towards Online Optimization: Bayesian Framework

6.1. Principles

The resolution time of the optimization task, even reduced with the surrogate modelling based on regression approaches presented above in Offline COSIMIA, is still prohibitive specially when dynamic reconfiguration is required. Moreover,
the arbitrary selection of explored configurations proposed prevents to give any guarantee on the quality of the result. We explore here how Bayesian optimization (BO) can help reduce the search time and improve result quality. We name this solution Online COSIMIA. A BO algorithm gradually learns from acquired data and maintains a stochastic process as a surrogate model for a black-box objective function \( f \). This facilitates both systematic exploration of diverse regions and exploitation of potential high-yield areas.

Given a black-box objective function \( f \), at each time step \( t \), a BO algorithm exploits a surrogate model trained on data collected up to time \( t \), that is \( \mathcal{D}_t = (X_t, Y_t) \) - the previous simulation results in our context - to predict the next configuration \( x_{t+1} \) to simulate. In most BO algorithms, a Gaussian Process (GP) is chosen as the surrogate model for \( f \).

In this section, we describe how BO can be performed with a GP (Section 6.1.1). Then, we describe how Bayesian optimization can solve the optimization of the KPIs \( K \) under the TOPSIS scalarization (Section 6.1.2).

### 6.1.1. Gaussian Process as surrogate model for Bayesian Optimization

First, let us introduce formally the concept of GP. A GP is a statistical process, that is, a collection of random variables \( \{Y(x)\}_{x \in C} \) indexed by a set \( C \). Any stochastic process is a GP if and only if any finite collection \( \{Y(x_1), \cdots, Y(x_k)\} \) has a joint multivariate Gaussian distribution. As such, a GP is fully specified by its mean function \( \mu(x) = \mathbb{E}[Y(x)] \) and its covariance function \( k(x, x') = \mathbb{E}[(Y(x) - \mu(x))(Y(x') - \mu(x'))] \). It is denoted \( \mathcal{GP}(\mu(x), k(x, x')) \).

The idea of using a GP as a surrogate model has been introduced by the pioneering work [76]. Naturally, it proposes to assume that \( f \) is a GP, with \( \mu(x) \equiv 0, \forall x \in C \) without loss of generality. As such, it is fully specified by its covariance function \( k(x, x') \). At time \( t \), given the previously observed data \( \mathcal{D}_t = (X_t, Y_t) \), [76] shows that \( f(x) | \mathcal{D}_t \sim N(\mu(x), \sigma^2_\epsilon(x)) \) with

\[
\mu(x) = k(x, X_t)^T K_t^{-1} y_t, \tag{3}
\]

\[
\sigma^2_\epsilon(x) = k(x, x) - k(x, X_t)^T K_t^{-1} k(x, X_t), \tag{4}
\]

with \( x \)-dimensional vector \( k(x, X_t) = (k(x, x_i))_{x_i \in X_t} \), and the \( t \times t \) Gram matrix \( K_t = (k(x_i, x_j))_{x_i, x_j \in X_t} \).

To perform the online optimization of the objective function \( f \), a BO algorithm needs to decide which configuration \( x_{t+1} \) brings the best trade-off between the exploration of unknown regions of \( C \) and the exploitation of the previously explored data \( \mathcal{D}_t \). Typically, this exploration-exploitation dilemma is addressed by using an acquisition function, \( \varphi : \mathbb{R}^d \rightarrow \mathbb{R} \). \( \varphi \) exploits the information provided by the surrogate model to quantify the benefits of querying a configuration \( x \) in terms of exploration and exploitation. It is used to determine the next configuration to query, by defining \( x_{t+1} = \arg\max_{x \in C} \varphi(x) \).

Several acquisition functions exist, such as Probability of Improvement [77], Knowledge Gradient [78], Expected Improvement [79] and GP-UCB [80].

Note that, under some regularity assumptions about \( f \), a BO algorithm using a GP as a surrogate model and an acquisition function such as GP-UCB or Expected Improvement is guaranteed to find the optimal configuration (that is, arg max\( x \in C f(x) \)) asymptotically.

### 6.1.2. TOPSIS Scalarization

To address the optimization problem described in Section 4.1 in an online fashion, we propose to assume that \( f(x) = S(N(x)) \) is \( \mathcal{GP}(0, k(x, x')) \). To find the next configuration to query, we use the GP-UCB acquisition function [80], defined by

\[
\varphi_f(x) = \mu(x) + \beta_{t}^{1/2} \sigma_f(x), \tag{5}
\]

with \( \beta_{t} \in O(\log t) \), with a closed-form provided in [80].

The proposed online optimization algorithm is described in Algorithm 3 in Appendix C, and Figure 11 reports the evolution of the optimization process for Case Study A. Observe that the online version of COSIMIA is able to progressively direct its search towards the most promising regions of the configuration space, without having to explore it thoroughly. Consequently, under 200 iterations only (or 22 minutes of time budget), the online version of COSIMIA converges towards a configuration that achieves an excellent TOPSIS score, equivalent to the one
obtained by the configuration recommended by the exhaustive search.

6.2. Benefits of online learning with NS+NDT context

In this section, we introduced an online method for finding the best configuration in a very large configuration space that differs from the Offline COSIMIA proposed in Section 5. To conclude this section, let us discuss the pros and cons of both approaches, which are also summarized in Table 9.

**Offline COSIMIA**: The offline version of COSIMIA stands out for letting the user choose its regression model, offering her more flexibility. Although its data collection technique (described in Section 5.1.1) was designed as an empirical trade-off between the size of the collected data and its ability to represent the objective function \(f\), this makes the offline version of COSIMIA very sensitive to the curse of dimensionality. In fact, to find the optimal configuration of \(d\) parameters, Offline COSIMIA requires \(3^d \in O(2^d)\) simulations. Moreover, there may exist scenarios for which the data collection technique may not represent the objective function accurately. In such cases, Offline COSIMIA is very likely to recommend suboptimal configurations. That is the main reason why no theoretical guarantees can be provided, regardless of the chosen regression model. All in all, this makes Offline COSIMIA efficient at optimizing simple, low-dimensional objective functions.

**Online COSIMIA**: On the other hand, Online COSIMIA performs the data collection and the optimization of \(f\) at the same time. This allows the online version to exploit collected information to build a dataset specifically designed for the maximization of \(f\). This ability makes Online COSIMIA asymptotically optimal. That is, given enough time budget, the optimal configuration will always be found and recommended, regardless of the scenario. Moreover, Online COSIMIA is less sensitive to the curse of dimensionality, as high dimensional Bayesian optimization techniques are able to optimize objective functions with 100+ dimensions very effectively [81, 82, 83]. However, these properties imply that Online COSIMIA must pay the computational overhead of learning from an increasingly large dataset, at each iteration. This additional computational toll makes Online COSIMIA unable to perform as much simulations as Offline COSIMIA in a given time budget.

Figure 12 illustrates the principle of surrogate modeling to accelerate decision making. In figure 13 we can see how surrogate modeling simplifies simulation by modeling its response.

7. Conclusion

In this article, we have presented the differences and relationships between simulation and digital twin, as discussed by the scientific community in networking area. Taking into account the specific advantages but also the respective limits of NS and NDT, we have demonstrated that NS can be beneficially integrated within the NDT to strength decisions throughout the different phases of the lifecycle of a network. We have developed the principles of the NS+NDT solution for the specific IoT network use case and shown the feasibility of this integration in the context of an NDT platform dedicated to IoT solutions. We then explored how NS can be enhanced in an NDT context thanks to field data collected via the link between the physical and digital twins to calibrate parameters and improve NS credibility. The criticality of the insights, such as battery lifetime...
estimation, these calibrations help to strengthen, corroborate the benefit of coupling the NS integration with NDT real-life data. We have also proposed two methods, leveraging surrogate modeling to reduce the number of simulations, accelerate and lower the cost of the decision. We demonstrated that the ML-based modeling to reduce the number of simulations, accelerate and lower benefit of coupling the NS integration with NDT real-life data.

In our experiments, we have observed that measuring network parameters, such as energy consumption of the physical twin, can be complex and highly dependent on the specificity of the deployment and configuration (hardware, software). As future work, we plan to analyse in depth the sensitivity of the network parameter measurement in terms of location and frequency and to propose a general method. Limiting the intrusiveness of this sensing on the physical twin as well as on the NDT data management plane is on our agenda. We also want to investigate the benefits of using NS+NDT for simulation propagation model improvement, mobility model refinement, and for IoT networks environmental impact prediction in their design, exploitation but also end-of-life phases.

Finally, we will explore the generalization of NS+NDT combination in other network domain such as cloud, edge or 6G to demonstrate that, as in other engineering areas, the simulation and machine-learning nicely complement each other to enrich the digital twin paradigm.

For the sake of reproducibility, we provide the source code in https://github.com/SamirSim/COSIMIA.

Table 9: Comparing Surrogate Modeling and optimization approaches.

<table>
<thead>
<tr>
<th>Approach</th>
<th>Typical Usage</th>
<th>Code complexity</th>
<th>Simulation cost</th>
<th>Optimization Quality</th>
<th>User Flexibility</th>
</tr>
</thead>
<tbody>
<tr>
<td>NS + TOPSIS</td>
<td>Design decision</td>
<td>Low</td>
<td>Prohibitive</td>
<td>Optimal</td>
<td>Low</td>
</tr>
<tr>
<td>NS + Offline COSIMIA</td>
<td>Reconfiguration decision</td>
<td>Medium</td>
<td>High</td>
<td>No guarantees</td>
<td>Medium</td>
</tr>
<tr>
<td>NS + Online COSIMIA</td>
<td>Online adaptation</td>
<td>Medium</td>
<td>Medium</td>
<td>Asymptotically optimal</td>
<td>Low</td>
</tr>
</tbody>
</table>
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Appendix A. Calibration Algorithm

Algorithm 1 Energy Consumption Calibration Algorithm

1: Inputs:
   R = [R_1, \ldots, R_I]: Application requirements;
   T: IoT network technology;
   Time: Deployment time;
   P(t): Mesured power consumption at instant t;
   period: Power consumption measurement period;
   δ: Energy consumption calculation period;
   N_S: Network Simulator;
   P: Power consumption dataset;
   D_1: Energy consumption dataset;
   D_2: Physical states times dataset;
   D: Final dataset;
2: /* Initialization */
3: D ← ∅
4: /* Measurement */
5: while t ≤ Time do
6:   P.insert(t, P(t))
7:   t ← t + period
8: end while
9: /* Energy Calculation */
10: E ← ∫_{t}^{t+δ} M(t) dt / * Consumed energy between t and t + δ */
11: D_1.insert(E)
12: t ← t + δ
13: end while
14: /* Physical State Times in Simulation */
15: logs ← S(R, T, N_S).logs / * Logs of the simulated deployment containing physical states and corresponding times */
16: times ← logs[t, t + δ] / * Physical state times between t and t + δ */
17: D_2.insert(times)
18: t ← t + δ
19: end while
20: /* Regression */
21: D ← merge(D_1, D_2)
22: LinearReg(times, E)
23: return LinearReg.coefficients
Appendix B. COSIMIA Algorithm

Algorithm 2 COSIMIA Algorithm

1: Inputs:
   \( R = [R_1, \ldots, R_l] \); Application requirements;
   \( T \): IoT network technology;
   \( C = [c_1, \ldots, c_n] \); \( c_i \in [a_i, b_i]; c_i, a_i, b_i \in \mathbb{R}; \) Configuration parameters;
   \( N_{ED} \in \mathbb{N}; \) Number of end-devices;
   \( N_{GW} \in \mathbb{N}; \) Number of gateways;
   \( N_S \): Network Simulator;
   \( K = [K_1, \ldots, K_m] \); \( K_i \in \mathbb{R}; \) KPI values;
   \( S \): Scoring function; \( S : \mathbb{R}^n \rightarrow \mathbb{R}; \)
   \( M \): Regression model;
   \( D \): Configuration samples dataset;

Algorithm:
/* Initialization */
1: \( D \leftarrow \emptyset \)
/* Sampling */
2: for \( N_{GW} \in [1, \frac{N_{GW}}{2}, 2] \) do
3: for \( c_1 \in [a_1, \frac{b_1 + a_1}{2}, b_1] \) do
4: ... 
5: for \( c_n \in [a_n, \frac{b_n + a_n}{2}, b_n] \) do
6: \( K \leftarrow N_S(R, T, C) \)
7: \( D \leftarrow D.insert(C, K) \)
8: end for
9: end for
/* Scoring */
10: for \( (C, K) \) in \( D \) do
11: \( (C, K) \leftarrow (C, K, S(K, D)) \)
12: end for
/* Learning */
13: \( M.learn(C, S(K)) \)
/* Inference */
14: \( best_{config} \leftarrow [c_1, \ldots, c_n] \)
15: \( best_{score} \leftarrow 0 \)
16: for \( N_{GW} \in [1, \frac{N_{GW}}{2}] \) do
17: for \( c_1 \in [a_1, b_1] \) do
18: ... 
19: for \( c_n \in [a_n, b_n] \) do
20: ... 
21: if \( M.predict(C) > best_{score} \) then
22: \( C^* \leftarrow C \)
23: \( S^* \leftarrow M.predict(C) \)
24: end if
25: end for
26: ... 
27: end for
28: end for
29: end for
30: \( \text{return } C^* \)

Algorithm 3 Online COSIMIA Algorithm

1: Inputs:
   \( R = [R_1, \ldots, R_l] \); Application requirements;
   \( T \): IoT network technology;
   \( C = [c_1, \ldots, c_n] \); \( c_i \in [a_i, b_i]; c_i, a_i, b_i \in \mathbb{R}; \) Configuration parameters;
   \( N_{ED} \in \mathbb{N}; \) Number of end-devices;
   \( N_{GW} \in \mathbb{N}; \) Number of gateways;
   \( N_S \): Network Simulator;
   \( K = [K_1, \ldots, K_m] \); \( K_i \in \mathbb{R}; \) KPI values;
   \( S \): Scoring function; \( S : \mathbb{R}^n \rightarrow \mathbb{R}; \)
   \( G \): Gaussian process;

Algorithm:
/* Initialization */
2: \( X_0 \leftarrow \emptyset \)
3: \( y_0 \leftarrow \emptyset \)
4: \( t \leftarrow 0 \)
/* Optimization loop */
5: while some stopping criterion is not met do
6: \( x_{i+1} \leftarrow \arg \max_{x \in C} \phi(x) \)
7: \( K \leftarrow N_S(R, T, x_{i+1}) \)
8: \( y \leftarrow S(K) \)
9: \( X_{i+1} \leftarrow X_i \cup \{x_{i+1}\} \)
10: \( y_{i+1} \leftarrow (y_i, y) \)
11: \( G.learn(X_{i+1}, y_{i+1}) \)
12: \( t \leftarrow t + 1 \)
13: end while
14: \( i^* = \arg \max_{i \in [1, T]} y_i \)
15: return \( x_{i^*} \)